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At The Time The At The Time The LinpackLinpack Benchmark Was Benchmark Was 
Created Created ……

♦ If we think about computing in late 70’s
♦ Perhaps the LINPACK benchmark was a 

reasonable thing to use. 
♦ Memory wall, not so much a wall but a step.
♦ In the 70’s, things were more in balance

The memory kept pace with the CPU
n cycles to execute an instruction, n                           
cycles to bring in a word from memory

♦ Showed compiler optimization
♦ Today provides a historical base of data



3

Many ChangesMany Changes

♦ Many changes in our hardware over the 
past 30 years

Superscalar, Vector,                                 
Distributed Memory,                                    
Shared Memory,                                         
Multicore, …

♦ While there has been                                      
some changes to the                               
Linpack Benchmark not                                   
all of them reflect the advances made in 
the hardware.

♦ Today’s memory hierarchy is much more 
complicated.
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Motivation for Additional BenchmarksMotivation for Additional Benchmarks

♦ Perhaps there was a time when 
this was adequate.

♦ From Linpack Benchmark and 
Top500:  “no single number can 
reflect overall performance”

♦ Clearly need something more 
than Linpack

♦ HPC Challenge Benchmark
Test suite stresses not only 
the processors, but the 
memory system and the 
interconnect.  
The real utility of the HPCC 
benchmarks are that 
architectures can be described 
with a wider range of metrics 
than just Flop/s from Linpack.

Linpack Benchmark
♦ Good

One number
Simple to define & easy to rank
Allows problem size to change 
with machine and over time
Stresses the system with a long 
running job

♦ Bad
Emphasizes only “peak” CPU 
speed and number of CPUs
Does not stress local bandwidth
Does not stress the network
Does not test gather/scatter
Ignores Amdahl’s Law (Only 
does weak scaling)

♦ Ugly
Benchmarketeering hype
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Goals HPC Challenge BenchmarkGoals HPC Challenge Benchmark

♦ Stress CPU, memory system, interconnect
♦ To complement the Top500 list
♦ To provide benchmarks that bound the 

performance of many real applications as a 
function of memory access characteristics  

e.g., spatial and temporal locality

♦ Allow for optimizations 
Record effort needed for tuning
Base run requires MPI and BLAS

♦ Provide verification of results
♦ Archive results
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Tests on Single Processor and SystemTests on Single Processor and System

♦ Local - only a single processor is 
performing computations.

♦ Embarrassingly Parallel - each 
processor in the entire system is 
performing computations but they 
do no communicate with each 
other explicitly.

♦ Global - all processors in the 
system are performing 
computations and they explicitly 
communicate with each other.



7

HPC Challenge HPC Challenge 
Benchmark Benchmark 

Consists of basically 7 benchmarks; 
Think of it as a framework or harness for                       
adding benchmarks of interest.

1. HPL (LINPACK) ― MPI Global (Ax = b)

2. STREAM ― Local; single CPU 
*STREAM ― Embarrassingly parallel                                          

3. PTRANS (A    A + BT) ― MPI Global 

4. RandomAccess ― Local; single CPU 
*RandomAccess ― Embarrassingly parallel
RandomAccess ― MPI Global 

5. BW and Latency – MPI

6. FFT - Global, single CPU, and EP

7. Matrix Multiply – single CPU and EP proci prock

Random integer
read; update; & write
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HPCS Performance TargetsHPCS Performance Targets

● HPCC was developed by HPCS to assist in testing new HEC systems
● Each benchmark focuses on a different part of the memory hierarchy
● HPCS performance targets attempt to

� Flatten the memory hierarchy
� Improve real application performance
� Make programming easier
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Computational Resources  and Computational Resources  and 
HPC Challenge BenchmarksHPC Challenge Benchmarks
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How Does The Benchmarking Work?How Does The Benchmarking Work?
♦ Single program to download and run

Simple input file similar to HPL input
♦ Base Run and Optimization Run

Base run must be made
User supplies MPI and the BLAS

Optimized run allowed to replace certain routines
User specifies what was done

♦ Results upload via website
♦ html table and Excel spreadsheet generated with 

performance results
Intentionally we are not providing a single figure of merit 
(no over all ranking)

♦ Goal: no more than 2 X the time to execute HPL.
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http://icl.cs.utk.edu/hpcc/http://icl.cs.utk.edu/hpcc/ webweb

http://icl.cs.utk.edu/hpcc/
http://icl.cs.utk.edu/hpcc
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Future DirectionsFuture Directions

♦ Constructing a framework for benchmarks
♦ Developing machine signatures
♦ Plans are to expand the benchmark collection

Sparse matrix operations

♦ Port to new systems
♦ Provide more implementations

Languages (Fortran, UPC, Co-Array)
Environments 
Paradigms
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CollaboratorsCollaborators
♦ HPC Challenge
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